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ABSTRACT

The fastest perturbation growth (optimal growth) in forecasts of El Nin ˜o–Southern Oscillation (ENSO) with
the Zebiak and Cane model is analyzed by singular value decomposition of forward tangent models along
forecast trajectories in a reduced EOF space. The authors study optimal growth in forecast runs using two
different initialization procedures and discuss the relationship between optimal growth and forecast skill.

Consistent with Part I of this work, one dominant growing singular vector is found. Most of the variation of
optimal growth, measured by the largest singular value, for warm events and mean condition is seasonal,
attributable to the seasonal variations in the background states. For cold events the seasonal optimal growth is
substantially suppressed. The first singular vector is approximately white in EOF space, while its final pattern
after a 6-month evolution is dominated by the first EOF. The energy norm amplifies between 5- and 24-fold in
6 months. This indicates that small-scale disturbances are able to draw energy efficiently from the mean seasonal
background states and evolve into large scales, characteristic of ENSO, in several months.

The difference fields between the initial conditions generated with the standard initialization procedure and
the more recent one of Chen et al. (referred to as old and new ICs) are often so large that the optimal growth
for the two sets of forecasts is very different. In such situations, linear growth is not an adequate measure of
predictability of ENSO. That the present ZC forecast skill is significantly improved by the new initialization
procedure indicates that the inherent ENSO predictability is only a secondary factor controlling current forecast
skill; the imbalances between the model and data discussed by Chen et al. are the primary factor.

Optimal growth describes dominant initial error growth only when initial error covariance is white under a
choice of norm. If the difference fields between the old and new ICs are considered representative of the error
fields of the old ICs, the initial error covariance is red under the energy norm. So a new norm that makes the
initial error covariance white is used. The first singular vectors under the new norm are insensitive to initial
time and optimization time, and are dominated by the first few EOFs. When the first singular vector components
of the initial error fields are removed from the old ICs, the forecast skill is improved significantly. Thus the
suppression of a single initial error structure accounts for most of the new scheme’s improvement in forecast
skill.

1. Introduction

The first successful real-time El Niñ o–Southern Os-
cillation (ENSO) forecast with a dynamical model was
made in early 1986 (Cane et al. 1986) using the Zebiak
and Cane (1987) model (ZC hereafter). Since then a
variety of numerical models, including coupled GCMs,
hybrid coupled models, intermediate coupled models,
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and various statistical models have being applied to ex-
perimental ENSO forecasting (Latif et al. 1994).
Real-time ENSO forecasts are published in the Exper-
imental Long Lead Forecast Bulletin, issued quarterly
by the Climate Prediction Center of the National Weath-
er Service. Due to the strong changes of atmospheric
heating associated with ENSO in the Tropics, the effects
of ENSO are felt on global scales. An accurate predic-
tion of ENSO seems to be crucial for seasonal climate
forecasts in midlatitudes (Palmer and Anderson 1994).
Although reasonable forecast skills in terms of large-
scale indices, such as the area-averaged sea surface tem-
perature anomaly, have been achieved at 1–2-yr lead
times, more efforts are needed to predict small-scale
structures and achieve better skills.

One inevitable question is the predictability of ENSO:
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Are there intrinsic limits on forecast skill? Singular-
vector analysis is a tool to address this issue. In Part I
(Xue et al. 1997), this tool has been applied to some
idealized climatic states: the seasonal background (zero
anomaly) and the ENSO cycles in a long model run.
With a choice of norm, the singular vectors of a forward
tangent model are a series of orthogonal patterns that
amplify at the rate given by the corresponding singular
values. A forward tangent model is constructed along
a control run trajectory in a climatic phase space (Lorenz
1965). Singular vectors and singular values vary with
start times and duration times of control run trajectories.
Optimal growth, measured by the largest singular value,
is realized if random initial errors assume the fastest-
growing configuration (the corresponding singular vec-
tor). Usually the spread of forecast errors in ensemble
forecasts is much smaller than that given by optimal
growth. So optimal growth sets the upper limit of error
growth and the lower limit of predictability. We found
in Part I that the optimal growth varies seasonally due
to the seasonal background specified in the model (an-
nual cycle), and for a 6-month duration it is largest for
an early spring start and smallest for a fall start (also
see Chen et al. 1997; Moore and Kleeman 1996). The
singular vectors corresponding to the optimal growth
were found to be insensitive to initial climatic states,
but the final patterns after a 6-month evolution depend
on how the control run trajectories evolve.

Here singular vector analysis is applied to the actual
ENSO cycles in forecasts with the Zebiak and Cane
(ZC) model. Since the winds of the simple atmospheric
model derived from the observed SST are not realistic
out of a narrow equatorial band, the oceanic component
of the ZC coupled model is traditionally spun up by the
Florida State University (FSU) observed winds. Once
the atmospheric and oceanic components are coupled
together, the ocean state must adjust to the new model
winds. This initial adjustment is a major limitation on
the model’s forecast skill. It will be shown, however,
that the optimal growth of singular vectors is sometimes
large enough to limit the model’s performance as well.

In an idealized situation where the model is accurate,
and initial errors are random and evolve linearly, op-
timal growth represents the fastest initial error growth.
Since random initial errors are inevitable, the model
forecast skill will be unreliable when optimal growth is
large and be reliable when optimal growth is small. In
such a situation, the model’s performance will mainly
be determined by the predictability of the system. How-
ever, when initial errors are very large and evolve non-
linearly, linear theory is not valid. The largest singular
value, as a measure of local linear error growth rate,
may not correspond to the finite-amplitude error growth
rate at all. The forecast skill of the ZC model has re-
cently been improved significantly by implementing a
new initialization procedure [Chen et al. (1995); hence-
forth we will refer to the original and improved forecasts
as old and new, respectively]. The old and new forecasts

are subjected to singular vector analysis in the present
work. We will investigate whether the initial error
growth in the ZC forecasts can be described by the linear
analysis and whether optimal growth is an indicator of
the model’s forecast skill as discussed in the above ide-
alized situation.

This paper is organized as follows. Section 2 briefly
describes the old and new forecasts with the standard
and new initialization procedures, respectively, and the
following two sections describe the forward tangent
models linearized about the two sets of forecasts for
lead times up to 6 months. Using the energy norm, the
singular vectors and singular values of the local forward
tangent models for each start month between January
1970 and December 1994 for the two sets of forecasts
were analyzed, respectively. In section 5, the differences
between the largest singular values of the old and new
forecasts are discussed. Another set of singular vector
analysis using a new norm is carried out in section 6.
Under the new norm, the first singular vectors are shown
to be the most significant components of the difference
fields between the old and new initial conditions (ICs),
responsible for most of the improvement of the forecast
skill of the new forecasts over that of the old forecasts.
Section 7 summarizes the results.

2. Old and new forecasts

Chen et al. (1995) designed a new initialization pro-
cedure that incorporates air–sea coupling. In the stan-
dard initialization procedure (Cane et al. 1986), the ob-
served FSU winds are used to force the oceanic com-
ponent of the model starting from January 1964 to the
time when the coupled forecast starts. The SST field
from the wind-forced oceanic component is used to
force the atmospheric component, from which the at-
mospheric initial conditions are taken. Once the atmo-
spheric and oceanic components are coupled, the system
often tends to deviate from the forced uncoupled sim-
ulations quickly, a phenomenon referred to as initiali-
zation shock (Fig. 1a). The new initialization procedure
is designed to reconcile the forced model simulations
with the coupled model simulations. In the new ini-
tialization procedure the model winds are merged with
the observed winds, and the result is used to force the
oceanic component. Since the model winds on the equa-
tor are considerably better than those off the equator,
higher weight is assigned to the model winds near the
equator. Using this procedure, the divergence of the
forecast states from the forced initial condition states is
much less prominent (Fig. 1b). Overall, the SST field
of the new ICs correlates better with observations than
that of the old. Because of the involvement of the cou-
pled processes in the new initialization, the errors from
imbalances between the model and data are significantly
reduced and, possibly, some wind data errors are also
reduced. As a result, the model’s forecast skill is sub-
stantially improved (see Chen et al. 1995).
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FIG. 1. The Nino-3 indices of the observations (red) and the 6-month forecasts (blue) from (a) the old initial conditions and (b) the new
initial conditions as functions of the initial times between January 1970 and December 1994. The forecasts at 0-month lead are labeled
green. (c) The cumulative variance distribution of the old initial condition states (solid line), the new initial condition states (dotted line),
and the difference fields between the old and new initial conditions (dashed line) among the multivariate EOFs. (d) The first multivariate
EOF in the fields of SST, winds, and thermocline depth anomalies.
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FIG. 2. The first (solid line) and second (dotted line) singular values
of the local forward tangent models optimized at 6 months under the
energy norm as functions of the old initial condition states.

The initial conditions and predicted states up to 2-yr
lead times for the old and new forecasts were projected
onto the multivariate EOF structures, which were used
to construct the forward tangent models in Part I. Figure
1c shows that the first multivariate EOF accounts for
69% of the variance of the new ICs and only 38% of
the variance of the old ICs. This indicates that the new
ICs are very much dominated by the first EOF, while
the old ICs distribute their energy among many EOFs.
The difference fields between the old and new ICs have
a similar spectrum to that of the old ICs. The first mul-
tivariate EOF takes 37% of the variance of the difference
fields. The second and third EOFs account for 7% and
5% of the variance, respectively. The covariance matrix
of the difference fields was used to calculate another
set of EOFs; the first three EOFs account for 40.5%,
10%, and 5.5% of the variance of the difference fields,
respectively. As expected, the first EOF is very similar
to that used to construct the forward tangent models and
describes the mature phase of ENSO (Fig. 1d). We con-
clude that the difference fields between the old and new
ICs are well described by the 50 EOFs and are domi-
nated by large scales, characteristic of ENSO.

3. Singular vector analysis for the old forecasts

Singular vectors and singular values of forward tan-
gent models are dependent upon norm definition. In this
section the L2 norm in the multivariate EOF space is
used, which is also called the energy norm because it
is the sum of the variances. The ocean dynamic variables
(currents and thermocline depth), SST, and wind anom-
alies are equally weighted, while the divergence and
heating anomalies are weighted much less [Eq. (1) of
Part I]. If a matrix Lt represents a forward tangent model
of t-month duration, the singular vectors uj of Lt are
the eigenvectors of Lt,TLt

Ltuj 5 uj,T 2L st j (1)

where sj are the singular values, representing the am-
plification factors under the energy norm:

1/2 1/2T T T 2\L u \ u L L u u s ut j j t t j j j j5 5 5 s . (2)jT T1 2 1 2\u \ u u u uj j j j j

The singular values are numbered in descending order;
hence, the first singular value is the largest singular
value.

Relative to the old forecast run trajectories for up to
6-month lead starting from each month between January
1970 and December 1994, monthly forward tangent
models were built using Eq. (9) of Part I. As a measure
of the degree of linearity, we note that the first singular
values of the monthly transition matrices built with pos-
itive and negative perturbations (0.1% of the total vari-
ance of the initial states) are generally in good agree-
ment (differences are less than 5%). The average of the
two monthly transition matrices built with positive and

negative perturbations is taken as the monthly forward
tangent model. The forward tangent model for a
6-month transition is the product of six monthly forward
tangent models. Figure 2 shows that the first singular
value optimized at 6 months is often much larger than
the second singular value, and they are comparable
when both of them are small. Subsequently we will
discuss only the first singular values.

For verification of the forward tangent models, the
first singular vector of each local forward tangent model
optimized at 6 months with positive and negative signs
used to perturb each initial state, from which two per-
turbed nonlinear model runs are carried out. The dif-
ferences between the perturbed nonlinear model runs
and the control run are called perturbations. The initial
amplitude of the perturbations is equal to that of the
pattern shown in Fig. 3a of Part I; its maximum am-
plitudes of SST, wind, and sea level anomalies are ap-
proximately 0.18C, 0.1m s21, and 0.6 cm, respectively.
The absolute Nino-3 and Nino-4 indices [defined as the
averaged SST in the areas of (58N–58S, 1508–908W)
and (58N–58S, 1608E–1508W), respectively) of the per-
turbations in the two perturbed nonlinear model runs at
6-month lead are compared with the Nino-3 and Nino-4
indices of the perturbations evolved by the forward tan-
gent models (Fig. 3). It is seen that the model is ap-
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FIG. 3. Comparison of the (a) absolute Nino-3 and (b) Nino-4 indices of the perturbations at 6-month lead in the two perturbed nonlinear
model runs initiated from positive (dotted line) and negative (dashed line) first singular vector perturbations of the local forward tangent
models for the old initial conditions optimized at 6 months, and that evolved by the forward tangent models (solid line).

proximately linear for 6 months. The prominent non-
linear periods are around June 1970, January 1974, and
July 1978 and 1979. It is found that during those periods
the initial conditions are close to the climatological
mean state (zero anomaly), and with positive and neg-
ative first singular vector perturbations the model’s ther-
mocline depth in the eastern Pacific evolves into positive
and negative anomalous states, respectively, in 6
months. The discontinuity of the subsurface temperature
slope at zero thermocline depth anomaly introduces
strong nonlinearity (Fig. 1 of Part I). This nonlinearity
can be further enhanced by the nonlinear advection term
in the SST equation. For example, in September 1988
the negative singular vector perturbation propagates all
the way to the western boundary, while the positive
singular vector perturbation is confined to the eastern
Pacific and grows into a larger amplitude (not shown).
This is because the nonlinear advection tends to promote
positive perturbations and diminish negative perturba-
tions in the eastern Pacific while inhibiting positive per-
turbations from moving to the western Pacific and aiding
the westward propagation of negative perturbations
(Fig. 6 of Part I). The periods surrounding May 1972
and May 1983 have a different kind of nonlinearity
where the negative perturbations grow faster than the
positive perturbations (Fig. 3a). Based on the fact that

the model generates unrealistic large anomalies in 6
months starting from these initial conditions (Fig. 1a)
and the final patterns of perturbations have localized
and very fine structures (not shown), we suspect that
the nonlinear advection is the primary factor in pro-
ducing this kind of nonlinearity.

The first singular vectors are found to be insensitive
to both initial time and optimization time, which is con-
sistent with the results in Part I. The first singular vectors
optimized at 3 months are only slightly suboptimal for
6-month growth, compared to the first singular vectors
optimized at 6 months (Fig. 4). Also, the average of the
12 singular vectors of the forward tangent models about
the seasonal background starting from each calendar
month optimized at 6 months (Fig. 3a of Part I) grows
almost as fast as the 6-month optimal singular vectors
(Fig. 4). Although the first singular vectors are very
similar, their final patterns are strong functions of the
initial states. The variability of the final patterns of the
first singular vectors in the eastern and western Pacific,
measured by Nino-3 and Nino-4 indices, is clearly seen
in Fig. 5. For the ENSO cycles in a long model run we
showed in Part I that during the warm phases of ENSO
the growth in Nino-3 is generally much larger than the
growth in Nino-4; in contrast, during the cold phases
of ENSO the growth in Nino-3 and Nino-4 are com-
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FIG. 4. Comparison between the optimal 6-month growth rates
(solid line), the 6-month growth rates of the first singular vectors
optimized at 3 months (dotted line), and the 6-month growth rates
of the singular vector shown in Fig. 3a of Part I (dashed line) as
functions of the old initial condition states.

FIG. 5. The Nino-3 (solid line) and Nino-4 (dotted line) indices of
the final patterns of the first singular vectors of the local forward
tangent models optimized at 6 months as functions of the old initial
condition states.

parable. Similar characteristics of growth rate are found
here. Large growth rates in NINO3 and small growth
rates in Nino-4 are observed for the five warm events
(1972/73, 1976/77, 1982/83, 1986/87, and 1991/92).
The growth rate is modulated strongly by season, and
for a 6-month optimization it is largest at an early spring
start and smallest at a fall start. The growth rate during
the non-ENSO periods, for example, the years 1981,
1984, 1985, 1989, 1990, and 1994 (Fig. 1a), can be as
large as that during the warm events. During those initial
times, the model had ENSO false alarms (Fig. 1a). Gen-
erally speaking, when a false warming is forecast from
spring, the growth rate can be as large as that during
the onset of a true ENSO event. In addition, when the
initial conditions are close to the climatological mean
(zero anomaly), positive singular vector perturbations
often grow much faster than negative singular-vector
perturbations, and the final patterns extend to the west-
ern Pacific, for example, during the years 1970, 1974,
1978, 1979, 1980, and 1988 (Figs. 1a, 3a, and 5). During
the cold phases of ENSO, growth rate is generally small,
for example, during the years of 1973 and 1988, which
are the only two cold events that the model has simu-
lated under the standard initialization (Fig. 1a); in con-

trast to the warm phases in which the final patterns of
the first singular vectors are confined to the eastern Pa-
cific, they span both the eastern and the western Pacific
at 6-month leads (Fig. 5).

When optimal growth is large, the system is sensitive
to perturbations, and forecasts are likely to be unreliable.
The amplitude of forecast errors in the direction of the
dominant singular vectors depends on the projection of
analysis error on that direction at initial time. If the
model is accurate, the smaller the growth rate is and the
better the forecasts are; while when the growth rate is
large, the forecasts can be either good or bad depending
on the projection of analysis error on the dominant sin-
gular vectors. Since forecast errors vary between zero
and a maximum set by optimal growth, the scatter be-
tween the forecast errors and optimal growth is expected
to form an approximately triangular shape. This is
shown in Fig. 6. The months of 1983 are outliers, sug-
gesting that the large forecast errors during that period
are not related to large dominant singular vector growth.
We note that the model tries to end the 1982/83 event
differently from the real system, with easterly wind
anomalies in the eastern Pacific instead of in the western
Pacific. For the model to perform well, the initial con-
ditions have to be adjusted toward what the model likes.
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FIG. 6. Scatterplot between the forecast errors in Nino-3 at 6-month lead and the 6-month
optimal growth rate in Nino-3 for the old initial conditions. Each year is labeled as a letter.

This is realized by primarily using the model winds near
the equator to spin up the oceanic component in the new
initialization procedure (Fig. 1b). Another feature in Fig.
6 is that the false ENSO alarms that the model has made
in the past two decades are all associated with medium
to large growth rates, for example, the years of 1971,
1972, 1976, 1981, 1982, 1984, 1985, 1989, and 1990
(Fig. 1a). During those times the forecast errors in
Nino-3 at 6-month lead exceed 1.78C, and they must
have been to some degree attributable to the large
growth rates of the system.

In numerical weather prediction, the fastest-growing
singular vectors contain mostly small-scale structures,

which evolve into large scales and amplify strongly in
2–3 days (Buizza and Palmer 1995). This poses a serious
problem because poorly observed subsynoptic-scale dis-
turbances may be crucial to the development of syn-
optic-scale circulations. Figure 7 shows the energy dis-
tribution among the 50 EOFs of the averaged first sin-
gular vector and its final pattern after a 6-month evo-
lution for the old forecasts. The energy of the first
singular vector is spread among many EOFs, especially
the 2d, 3d, 17th, 18th, and 34th EOFs, while the energy
of the final pattern is mostly in the first EOF. This means
that an initial small error in the high EOFs can evolve
into an ENSO-like pattern in 6 months. Moreover, this
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FIG. 7. Energy distribution of the average of the first singular vec-
tors of the local forward tangent models for the old initial conditions
optimized at 6 months (times 7, solid line) and their final patterns
(dotted line) after a 6-month evolution.

FIG. 8. As Fig. 2 except for the new initial conditions.

fast error growth is not the primary limitation on the
present ENSO forecasts because the initial errors are
often in large scales (Fig. 1c). We will discuss this issue
further in section 6.

4. Singular vector analysis for the new forecasts

The analysis of the last section was repeated for the
new forecasts of Chen et al. (1995). Forward tangent
models relative to the forecast trajectories for up to a
6-month lead were constructed. As before, the second
singular value is often much smaller than the first sin-
gular value (Fig. 8), and the forward tangent models
simulate the first singular vector perturbation growth in
the nonlinear model very well (Fig. 9). The model is
largely in the linear regime, and when it is not [when
the two Nino-3 (Nino-4) indices of positive and negative
perturbations differ appreciably], the index evolved by
the forward tangent model falls between the two non-
linear model cases.

As before, the first singular vectors are not sensitive
to initial time and optimization time (Fig. 10), but the
final pattern of the first singular vector after a 6-month
evolution is a strong function of the initial times (Fig.
11). The dependence of the growth rate on the phases
of ENSO is consistent with what we found for the old
forecasts (Fig. 5). For the five warm events of 1972/73,
1976/77, 1982/83, 1986/87, and 1991/92, the growth
rate in Nino-3 is large while the growth rate in Nino-4
is small. The seasonal modulation of the growth rate is
prominent during the warm events. During the non-
ENSO years, for example, 1971, 1975, 1979, and 1980,
the growth rate is large and is associated with strong
nonlinearity (Fig. 9a). During those times the initial
conditions are close to the climatological mean state
(zero anomaly), so positive perturbations grow faster
than negative perturbations (Fig. 1 of Part I). During
the four cold events that the model simulated (in 1973,
1978, 1984/85, and 1988/89), the growth rate is small,
and the Nino-3 and Nino-4 indices are comparable (Figs.
1b and 11).

The scatter between the forecast errors at 6-month
lead and the 6-month optimal growth is shown in Fig.
12. The forecast errors are generally smaller than those
of the old forecasts, and the outliers of the months of
1983 and the cluster of the false alarms are gone. Big
forecast errors fall mainly in the years of 1976, 1977,
1983, and 1992, and are not necessarily associated with
a large growth rate since the initial errors are already
very large (Fig. 1b).

5. Comparison of optimal growth

Previously it was mentioned that when the initial con-
ditions are close to the climatological mean, positive
singular vector perturbations often grow much faster
than negative singular vector perturbations. An averaged
growth rate is defined as the average of the absolute
Nino-3 indices of positive and negative perturbations.
The averaged growth rate for the old and new forecasts
is compared to that of the seasonal background in Fig.
13a. The optimal growth rate of the two sets of forecasts
is largely consistent with that due to the seasonal back-
ground alone, although the seasonal growth rate is oc-
casionally either enhanced or suppressed by interannual
variability. For example, the seasonal growth rate due
to the seasonal background alone is greatly suppressed
during the two cold events of 1973 and 1988, which
are simulated in the two sets of forecasts consistently,
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FIG. 9. As Fig. 3 except for the new initial conditions.

and it is greatly enhanced during the non-ENSO years
of 1989 and 1994 for the old forecasts. Compared to
the growth rate of the old forecasts, the growth rate of
the new forecasts is smaller on average (Fig. 13b). This
is largely due to the simulation of two more cold events,
those of 1978 and 1984/85: the cold events are more
stable since the system is less sensitive to thermocline
depth perturbations (Fig. 1 of Part I). Also, in late 1970
and 1994 the system is in a weak cold phase instead of
a weak warm phase, which results in a smaller growth
rate. In the years of 1970, 1978, 1984, 1985, 1989, and
1994, the growth rate changes significantly between the
old and new forecasts, which indicates changes of dy-
namic regimes.

Since the new forecasts simulate the real ENSO sys-
tem significantly better than the old forecasts, the dif-
ferences between the old and new ICs can be considered
as representative of the errors of the old ICs (at least
with respect to the forecast model we are using). During
the years when the errors of the old ICs are so large
that the old forecasts are wrong, then the optimal growth
of the old forecasts fails to represent the predictability
of ENSO. In such situations, the ENSO forecast skill is
limited more by the initial error fields rather than by
the inherent predictability. This is in contrast to the
typical case in numerical weather prediction, in which
the initial errors have been controlled by sophisticated

data analysis schemes to be so small that the singular-
vector growth is usually the principal source of error.
Molteni and Palmer (1993) pointed out that the largest
singular value is a measure of finite-time predictability,
and when it is extremely large, a warning should be
issued along with a forecast. In addition, the fastest-
growing singular vectors are being implemented into
ensemble prediction to obtain a consensus forecast
(Molteni et al. 1996). That the ZC forecast skill is far
less limited by predictability than by the large initial
error fields is hopeful: we have room for improvement
before the limits of predictability constrain us.

In Fig. 13b the monthly average of the growth rate
for the old and new forecasts and the ENSO cycles in
a long model run (Fig. 10c of Part I) are compared to
the growth rate about the seasonal background. The
growth rate of the old forecasts is very close to the
growth rate of the seasonal background, except that the
drop of the growth rate from March starts to May starts
is sharper, indicating a stronger seasonality. The growth
rate of the new forecasts is appreciably less than that
of the old forecasts at early spring starts. Therefore the
drop of growth rate from March starts to May starts is
significantly smaller. This is consistent with the fact that
the new forecasts do not seem to experience the spring
predictability barrier (Chen et al. 1995). Xue et al.
(1994) pointed out that both mean square errors and the
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FIG. 10. As Fig. 4 except for the new initial conditions. FIG. 11. As Fig. 5 except for the new initial conditions.

smallest signal variance in spring contribute to the
spring predictability barrier. Because the initial errors
of the old forecasts are quite large and grow fast in the
spring and summer seasons, the forecast errors passing
through spring at more than a 9-month lead are high
enough to degrade the correlation skill dramatically. In
contrast, the initial errors of the new forecasts are small-
er and grow more slowly in the spring and summer
seasons, so the forecast errors passing through spring
at more than a 9-month lead are still relatively small
and the correlation skills are only slightly lowered by
the smallest signal variance in spring. The so-called
spring barrier can be overcome by reducing the model
forecast errors.

It is interesting to note that the growth rate of the
coupled model states in a long model run studied in Part
I is significantly smaller than that of the old and new
IC states, in which the observational information is in-
cluded (Fig. 13b). The growth rate of the ENSO cycles
in a long model run represents the typical growth rate
of the coupled model system. The standard initialization
adds to it considerably, while the new initialization
scheme has a far better balance between using the ob-
servations and not greatly increasing the growth rate of
the system. Nonetheless, this result points to the need
for still better assimilation methodologies.

It was suggested above that the difference fields be-

tween the old and new ICs represent the error fields of
the old ICs. The question is whether the error fields
resemble the first singular vector structure. By carefully
scanning the error fields, we found two periods where
the errors resemble the first singular vector structure
and have amplitudes well within the observational errors
(Figs. 14a and 15a). Such small initial errors evolve into
errors with a size of medium to large ENSO events in
6 months (Figs. 14b and 15b). During such periods the
predictability of the system is the main factor controlling
the forecast skill. The result suggests that the ENSO
forecasts using the ZC model initiated from March 1972
and August 1981 are not reliable. However, the initial
errors are often much larger and are dominated by large-
scale structures. For example, the initial errors after the
peaks of the 1972/73, 1982/83, and 1986/87 events are
large (Fig. 1a), so the old and new forecasts behave
very differently at these times.

6. Singular vector analysis under a new norm

Although the initial errors are sometimes very large
and evolve nonlinearly, the fastest-growing singular
vectors from the linear theory of singular vector analysis
may represent the components of the initial errors,
which dominate the forecast error growth. The norm for
singular vector analysis should be chosen such that ini-
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FIG. 12. As Fig. 6 except for the new initial conditions.

tial error covariance is white (the identity matrix) (Palm-
er 1996). Then the likelihood of the initial errors having
the structure of any singular vectors are equal, so the
component of the fastest-growing singular vector of the
initial errors will contribute the most to the forecast error
growth. Under the energy norm used in above sections,
the initial errors, the differences between the old and
new ICs, are red (Fig. 1c). The initial errors are dis-
tributed primarily in the first few EOFs.

Once the initial error covariance is known, it can be
used to define a norm under which the initial error co-
variance becomes the identity matrix. Suppose e0 is an
initial error vector and C is the initial error covariance,
then ^e0 & 5 C, where the angle brackets denote anTe0

average over the samples. If C is decomposed by C 5
UUT, and a new initial error vector f0 5 U21e0 is defined,
the new initial error covariance ^f0 & is the identity ma-Tf0

trix. The error covariance after the evolution by a for-
ward tangent model L is ^eeT& 5 ^Le0 LT& 5 LCLT. TheTe0

eigenvectors ej of ^eeT& are the axes of the error ellipsoid,
and the root of the eigenvalues, lj, are the lengths of
the axes. The longest axis represents the largest error.
If ej 5 Lej0 5 LUfj0, then the eigenvalue problem is

(LCLT)(LUfj0) 5 (LUfj0),2lj (3)

or

(UTLTLU)fj0 5 fj0.2lj (4)
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FIG. 13. Comparison between (a) the average of the absolute Nino-3
indices of the perturbations in the two perturbed nonlinear model runs
initiated from positive and negative first singular vector perturbations
for the seasonal background, repeated every year (solid line), for the
old initial conditions (dotted line) and for the new initial conditions
(dashed line) as functions of the initial times. (b) The monthly average
of the indices shown in (a) plus that for the ENSO cycles in a 12-yr
simulation of a long model run (Fig. 10c of Part I).

FIG. 14. (a) The difference fields between the old and new initial conditions in March 1972, and (b) the difference fields at 6-month lead.
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FIG. 15. Same as Fig. 14 except for August 1981.

FIG. 16. The 6-month growth rate of the first (solid line) and second
(dotted line) singular vectors under the new norm (refer to the text).
The growth rate is measured by the ratio of the energy norm of the
final and initial perturbations.

Here, lj is the singular value, and fj0 is the corresponding
singular vector; lj also describes the ratio of the energy
norm of ej and the new norm of ej0, an inner product
weighted by C21:

1/2 1/2T T T\e \ e e e L Lej j j j0 j05 5
T 21 T T 21 211 2 1 2\e \ e C e e (U ) U e21j0 C j0 j0 j0 j0

1/2T T Tf (U L LU) fj0 j05 5 l . (5)jT1 2f fj0 j0

Note that lj increases with U; its absolute value is mean-
ingless. However, the growth rate, defined as the ratio
between the energy norm of ej and ej0, is independent
of the absolute amplitude of U because ej 5 Lej0 5 LUfj0

and the singular vectors fj0 do not vary with the am-
plitude of U. This growth rate must be less than or equal
to that in the above sections because the latter is the
optimal growth rate under the energy norm.

The difference fields between the old and new ICs
for each month between January 1970 and December
1994 are used to calculate the initial error covariance
C. Under the new norm defined above the singular vec-
tors and singular values of each local forward tangent
model optimized at 6 months are calculated for the old
forecasts. As before, the first singular value is often
much larger than the others (not shown). The growth
rate of the first and second singular vectors, measured
by the ratio of the energy norm of ej and ej0, is shown
in Fig. 16. As expected, the growth rate of the first
singular vector under the new norm is much smaller
than the optimal growth rate (Fig. 2). Note that the



2070 VOLUME 125M O N T H L Y W E A T H E R R E V I E W

FIG. 17. (a) The first singular vector of the local forward tangent model optimized at 6 months starting from March 1982 under the new
norm, and (b) its final pattern after a 6-month evolution.

FIG. 18. As in Fig. 7 except the first singular vectors are under the
new norm.

second singular vector may have a larger growth rate
than that of the first singular vector because the singular
vectors are meant to optimize the ratio of the energy
norm of ej and the new norm of ej0 rather than the simple
ratio of the energy norm of ej and ej0.

We found that the first singular vector is not sensitive
to initial time and optimization time. A typical first sin-
gular vector and its final pattern are shown in Fig. 17.
It is seen that the SST and winds grow stationary, while
the thermocline depth grows and propagates eastward.
The fact that the first singular vector has most of its
energy in the first few EOFs (Fig. 18) is not surprising
since the new norm has taken account of the initial error
covariance, which itself is dominated by the first few
EOFs (Fig. 1c). The comparison of Figs. 18 and 7 re-
veals that the first singular vector under the energy norm

is more efficient in drawing energy from the background
state than the first singular vector under the new norm.

The set of singular vectors of each forward tangent
model spans a complete space into which the old and
new ICs can be discomposed. Figure 19 shows that the
first singular vector components of the old and new ICs
vary in phase with the ENSO cycles. During the warm
events, the first singular vector components are positive;
during the cold events, they are negative. This is not
surprising since the SST and wind fields of the first
singular vector mimic a mature phase of ENSO (Fig.
17a). The differences between the first singular vector
components of the old and new ICs are also the first
singular vector components of the error fields of the old
ICs. It is seen that they are large during the periods
when the old and new forecasts differ significantly, for
example, during the years of 1972, 1976, 1977, 1978,
1981, 1983, 1984, 1985, 1987, 1989, 1990, and 1994
(Figs. 1a, 1b, and 19). The size of the first singular
vector components of the initial error fields is at times
10 times that shown in Fig. 17a. These errors are cer-
tainly much larger than the observational errors.

The first singular vector components are the most
important components of the initial errors because of
their fast growth rate. If the first singular vector com-
ponents of the initial errors are removed from the old
ICs, we found that the forecast skill verified at the period
between January 1972 and December 1992 is signifi-
cantly improved (Fig. 20). When all of the 50 singular
vector components of the initial errors are removed from
the old ICs, the skill of the new forecasts is recovered
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FIG. 19. The amplitudes of the first singular vector components
of the old (solid line) and new (dotted line) initial conditions. The
first singular vectors are those of the local forward tangent models
for the old initial conditions optimized at 6 months under the new
norm.

FIG. 20. Correlation between the observed Nino-3 verified between
January 1972 and December 1992, and the model-simulated Nino-3
starting from the old initial conditions (solid line), from the new initial
conditions (dotted line), from the corrected old initial conditions with
the first singular vector components of the difference fields between
the new and old initial conditions (short-dashed line), and from the
corrected old initial conditions with all of the 50 singular vector
components of the difference fields (long-dashed line).

within 1-yr lead time. However, at longer lead times the
skill is apparently sensitive to the EOFs higher than the
50th. When the old ICs are corrected with the first sin-
gular vector components, the forecast skill at all lead
times between 2 and 9 months is significantly better
than that of the old forecasts and is comparable to that
of the new forecasts. The results indicate that essentially
one initial error structure is responsible for most of the
improvement of the forecast skill of the new forecasts.

Although the singular vectors are orthogonal in the
multivariate EOF space, the single variable fields of the
singular vectors are not orthogonal. The variance per-
centage of a single variable accounted for by the first
singular vector component is calculated by

2\z 2 z9\
m 5 1 2 , (6)

2\z\

where z is the original variable vector and z9 is the
variable vector described by the first singular vector
component. When m is close to 1, the variable is ade-
quately represented by the first singular vector com-
ponent; when m is less than zero, the error variance is
larger than the signal variance, so the variable is poorly
represented. We are concerned with how well the oce-
anic variables, SST, and winds of the initial errors are
represented by the first singular vector components. The

variance of the oceanic variables is defined as the sum
of the variance of thermocline depth, zonal, and merid-
ional currents. Figure 21 shows that the SST and wind
errors are generally better represented than the oceanic
variables are. It is noticed that a large singular vector
component of the initial errors is usually associated with
a large variance percentage of the SST and wind errors
(Figs. 19 and 21). January 1984 is an exception where
the variance percentage of the SST and wind errors is
less than zero, while the singular vector component of
the initial errors is quite large. But the oceanic variables
of the initial errors are well represented (50%). Another
period where the oceanic variables of the initial errors
are well represented by the singular vector component
is fall 1977. When the first singular vector components
are used to correct the old ICs, no matter whether the
SST and wind errors or the oceanic variable errors are
corrected, the forecasts are improved significantly over
the old forecasts. The results suggest that, overall, the
correction of the initial SST and wind errors is more
critical to the improvement of forecasts than the cor-
rection of the oceanic variable errors. The periods
around fall 1977 and January 1984 are special where
the correction of the oceanic variable errors may be as
important as the correction of the SST and wind errors.

7. Summary and discussions
The predictability of ENSO is addressed by applying

singular vector analysis to the ENSO forecast model of
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FIG. 21. The variance percentage of the oceanic variables (solid
line), SST (dotted line), and wind (dashed line) fields of the initial
errors accounted for by the first singular vector components. When
it is less than zero, which means that the field is poorly represented,
it is plotted zero here for clarity.

Zebiak and Cane (1987). In Part I (Xue et al. 1997) we
explored the optimal growth of the seasonal background
(zero anomaly) and the ENSO cycles in a long model
run. Under the energy norm, one dominant singular vec-
tor is found, which varies little with initial time and
optimization time. The optimal growth rate, as measured
by the largest singular value, is seasonal and attributable
to the seasonal background. For a 6-month optimization,
the early spring start has the largest growth rate because
the SST anomalies in the eastern Pacific produce max-
imum wind responses in spring when the ITCZ is closest
to the equator, and the subsequent growth in summer is
large because of the large mean SST gradient and strong
mean upwelling (Tziperman et al. 1997); the fall start
has the smallest growth rate since the growth seasons
of spring and summer are excluded.

Here this singular vector analysis tool was applied to
the actual ENSO cycles in the ZC forecasts. The two
sets of forecasts using the standard and new initializa-
tion procedures (Chen et al. 1995) were analyzed. The
forecasts using the new initialization are significantly
better than those using the standard initialization (Chen
et al. 1995). The purpose of the singular vector analysis
is to study the initial error growth in the two sets of

forecasts and to understand the limits of the present ZC
forecast system.

One dominant singular vector, similar to that in Part
I, is found. Most of the variation in the optimal growth
rate is seasonal and attributable to the seasonal variation
in the background states. However, the seasonal growth
rate is occasionally either suppressed or enhanced by
the interannually varying ENSO states. Generally
speaking, the cold events are more stable than the warm
events. Starting from similar first singular vector per-
turbations, the final patterns of the perturbations are
found to be confined to the eastern Pacific during the
warm events, but they spread to both the western and
eastern Pacific during the cold events and mean con-
dition. These are related to the different thermodynam-
ics of the cold and warm events (see Part I). The energy
distribution of the first singular vector is quite white in
the EOF space, but the final pattern is dominated by the
first EOF. The energy norm amplifies from 5- to 24-fold
in 6 months. This indicates that small-scale disturbances
are able to draw energy efficiently from the mean sea-
sonal background states and evolve into large scales,
characteristic of ENSO, in several months. This phe-
nomenon is similar to that in numerical weather pre-
diction, within which subsynoptic-scale disturbances are
critical to the development of synoptic-scale circula-
tions.

The comparison of the optimal growth of the old and
new forecasts reveals significant differences during the
periods when the two sets of forecasts are different.
When the control run trajectories of 6-month forecasts
are in different dynamic regimes, the optimal growth is
expected to be different. In such situations, singular
vector analysis is not a valid tool to address the pre-
dictability of ENSO because the local linear growth rate
need not correspond to the true nonlinear growth rate.
When the optimal growths of the two forecasts are con-
sistent, they agree well with that due to the seasonal
background alone, except they are much smaller in cold
phases. Therefore the predictability is seasonal to first
order.

The main constraint on the forecast skill with the
standard initialization is due to the large initial errors,
rather than the inherent linear predictability. If the dif-
ference fields between the old and new ICs are consid-
ered as the error fields of the old ICs, they are often
larger than the observational errors. However, in a few
cases, such as during the spring of 1972 and the year
of 1981, the local growth rate is so large that predict-
ability appears to be a major factor limiting forecast
skill. Moreover, the false ENSO alarms that the model
made in the past two decades with the standard initial-
ization are believed to be associated with the large
growth rate of the system (Fig. 6).

Optimal growth represents dominant initial error
growth only when initial error covariance is white under
a choice of norm. Under the energy norm the error fields
of the old ICs are not white but are dominated by the
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first few EOFs. A new norm is defined as the inner
product weighted by the inverse of the initial error co-
variance so that the initial error covariance under the
new norm is the identity matrix. The singular vectors
and singular values, maximizing the ratio of the energy
norm of final perturbations and the new norm of initial
perturbations, were calculated. One dominant singular
vector was found; it is not sensitive to initial time and
optimization time. This singular vector contains mostly
low EOF components. The growth rate of the first sin-
gular vector, measured by the ratio of the energy norm
of final and initial perturbations, is much smaller than
the optimal growth rate under the energy norm discussed
earlier; however, the variability of this growth rate as a
function of initial states is qualitatively similar to that
of the optimal growth rate.

The first singular vector components of the error fields
of the old ICs vary with initial times and have ampli-
tudes that are often much larger than the observation
errors. If the first singular vector components of the
initial errors are removed from the old ICs, the forecast
skill is improved significantly, recovering most of the
forecast skill of the new forecasts at lead times of 1
year or less. The result indicates that this one error
structure is largely responsible for most of the improve-
ment of the forecast skill. Even though the initial errors
are sometimes so large that they evolve in the nonlinear
regime, the linear singular vector analysis under a norm
defined by the initial error covariance is useful in se-
lecting the major and fastest-growing components of the
initial errors. In contrast, the dominant singular vector
under the energy norm does not describe the initial er-
rors well. This result supports the argument of Palmer
(1996) that the norm for singular vector analysis should
be chosen in such a way that the initial error PDF is
isotropic.

The old forecasts are impaired by the initial error
fields, which vary with initial states and evolve nonlin-
early. The new initialization procedure, in which the
forced simulations are reconciled with the coupled sim-
ulations, seems to be effective in reducing the large-
scale imbalances between the model and data in the old
ICs to reduce the initialization shock. Also the new
initialization better balances using observations and
minimizing the optimal growth of the system, which
probably contributes to the improvement of the new
forecasts significantly. Further progress in initialization
procedures is likely to yield further improvements in
forecast skill. In the future, with a better knowledge of

the initial error PDF, ensemble forecasts with dominant
singular vectors as perturbations are expected to im-
prove ENSO forecast skill as well.
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