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ABSTRACT

El Niño events owe their name to their tendency to be locked to the seasonal cycle. A simple explanation is
proposed here for the locking of the peak of ENSO’s basin-scale warming to the end of the calendar year. The
explanation is based on incorporating a seasonally varying coupled ocean–atmosphere instability strength into
the delayed oscillator mechanism for the ENSO cycle. It is shown that the seasonally varying amplification of
the Rossby and Kelvin ocean waves by the coupled instability forces the events to peak when this amplification
is at its minimum strength, at the end of the calendar year. The mechanism is demonstrated using a simple
delayed oscillator model and is further analyzed using the Cane–Zebiak model. Being based on the oversimplified
delayed oscillator paradigm of ENSO, the proposed mechanism cannot be expected to fully explain the locking
of observed events to the end of the year. However, the wave dynamics perspective it offers to approaching the
ENSO phase-locking problem may serve as a first step toward a fuller explanation based on more realistic
models and additional data analysis.

1. Introduction

The phase locking of El Niño–Southern Oscillation
(ENSO) events to the seasonal cycle (Rasmusson and
Carpenter 1982) is an indication that the seasonal cycle
plays an important role in ENSO’s dynamics. Figure 1
shows superimposed NINO3 time series from most of
the observed ENSO events over the past 100 yr. The
few events that did not peak near the end of the calendar
year, notably the recent events during the 1990s, are not
plotted. Still, the plotted majority of observed events
clearly demonstrate the robustness of the locking of the
events peak time, as measured by the peak time of the
NINO3 index, to the end of the calendar year. Recent
theories (Tziperman et al. 1994; Jin et al. 1994; Chang
et al. 1994; Tziperman et al. 1995; Chang et al. 1995;
see also Vallis 1988) indeed attribute ENSO’s irregu-
larity and phase locking to a chaos mechanism forced
by the seasonal cycle in the equatorial Pacific. However,
the mechanism by which the events’ peak time is forced
to occur primarily toward the end of the year is not yet
understood.
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We propose here a simple mechanism for ENSO’s
locking to the end of the calendar year, based on in-
corporating a seasonally varying coupled ocean–atmo-
sphere instability strength (Zebiak and Cane 1987, here-
after CZ) into the delayed oscillator mechanism (Suarez
and Schopf 1988; Graham and White 1988; Battisti
1988; Cane et al. 1990; Munnich et al. 1991) for the
ENSO cycle. We show that the seasonally varying am-
plification of the Rossby and Kelvin ocean waves by
the coupled instability forces the events to peak when
this amplification is at its minimum strength, at the end
of the calendar year. The delayed oscillator model used
here assumes (unrealistically) that the SST adjustment
time is negligible, and that the ocean memory is due to
the equatorial waves travel time only. We therefore do
not expect this highly simplified delayed oscillator
mechanism to fully explain the locking of actual ob-
served events to the end of the year. However, the wave
dynamics perspective offered by this mechanism may
help in formulating a fuller explanation based on more
realistic models and additional data analysis.

It has been known for quite some time that the
strength of the coupled instability, which is responsible
for the onset of ENSO events, varies seasonally. Several
possible factors may induce stronger instability at var-
ious times of the year, among them the intertropical
convergence zone (ITCZ) being near the equator (Phi-
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FIG. 1. Two-year segments of the observed NINO3 index (SST
averaged over 58S–58N and 908–1508W in the eastern Pacific) during
observed ENSO events. SST data is from the Jan 1993 version of
the Global Ocean Surface Temperature Atlas (GOSTA, Bottomley
et al. 1990). The plotted segments begin at Jan of the years 1888,
1896, 1902, 1911, 1925, 1930, 1951, 1957, 1963, 1965, 1972, 1976,
and 1982.

lander 1983; Hirst 1986), large mean horizontal SST
gradients, shallow thermocline, strong winds, high SST
(Hirst 1986), and strong upwelling (Battisti 1988). Each
of these factors amplifies the coupled instability during
a different time of year. Together, they cause the insta-
bility to be strongest during boreal spring and summer
(Philander 1983; Hirst 1986), and weakest during early
winter. The seasonal variation of the background sta-
bility in the equatorial Pacific was noted and investi-
gated in many studies of ENSO predictability (Blu-
menthal 1991; Goswami and Shukla 1991; Xue et al.
1994; Latif et al. 1994; Chen et al. 1995; Battisti and
Sarachik 1995).

The strong instability during spring and early summer
was suggested as an explanation for the observation that
ENSO’s onset typically occurs during boreal spring
(Philander 1983; Hirst 1986). However, this suggestion
cannot explain why the onset does not happen during
the similarly unstable summer season, and does not pro-
vide an explicit explanation for the locking of ENSO’s
peak time to the end of the year. The coincidence of
ENSO’s peak time with the least unstable time of year
was noted by CZ who attributed it to dissipative forces
that could then overcome the weak instability and ter-
minate the event. However, this mechanism does not
incorporate the ocean waves whose role in ENSO’s ter-
mination is now believed to be quite dominant.

Tziperman et al. (1997) examined the mechanisms by
which the seasonal cycle in the equatorial Pacific affects
ENSO events, using the CZ model. They found the most
dominant seasonal effect on ENSO’s dynamics to be
due to the variations in the wind divergence field, as
determined by the seasonal motion of the ITCZ, through
its effect on the atmospheric heating. The next-order
seasonal effects were found to be due to the seasonality

of the background SST and ocean upwelling velocity,
and the corresponding mechanisms were analyzed. An
additional physical insight into the seasonal-ENSO in-
teraction could be gained if studies such as Tziperman
et al. (1997) could be complemented with an approach
to the same problem of seasonal-ENSO interaction from
the point of view of equatorial ocean waves. The de-
velopment of this wave dynamics perspective is the pur-
pose of the present work.

In the following sections we first introduce a season-
ally varying coupled instability strength into a simple
delayed oscillator model and present the proposed
mechanism for ENSO’s phase locking (section 2). We
then proceed to analyze the CZ model in order to further
examine the mechanism proposed using the simpler de-
layed oscillator model (section 3), and we conclude in
section 4.

2. A delayed-oscillator mechanism for ENSO’s
phase locking

According to the delayed oscillator mechanism (Sua-
rez and Schopf 1988; Graham and White 1988; Battisti
1988; Cane et al. 1990; Munnich et al. 1991), the ENSO
cycle exists due to a combination of equatorial ocean
wave dynamics and an amplification by a coupled
ocean–atmosphere instability (Philander 1983; Hirst
1986). Consider a weakening of the easterlies in the
central equatorial Pacific, which causes warm water to
shift from higher latitudes toward the equator, creating
a warm perturbation at the equator and cold perturba-
tions off the equator. The resulting deepening thermo-
cline perturbation at the equator propagates eastward as
a warm Kelvin wave, reaching the eastern boundary
after about 1 month. Upon reaching the eastern bound-
ary, the thermocline deepening signal induces a warm
sea surface temperature (SST) perturbation, which fur-
ther weakens the low-level easterly winds near the equa-
tor (Bjerknes 1969). The weakened easterly winds am-
plify the deepening waves, creating a positive feedback
(i.e., a coupled ocean–atmosphere instability) that leads
to a rapid warming in the eastern equatorial Pacific
Ocean. The cold SST perturbations off the equator in
the central Pacific excite upwelling Rossby waves,
which travel westward, and are reflected at the western
boundary as cold equatorial Kelvin waves. Amplified
again by the atmospheric feedback, these cold waves
reach the eastern Pacific about six months after the orig-
inal wind perturbation, and terminate the El Niño event.

We use a simple delayed oscillator model in which
the seasonal variations in the coupled instability strength
are represented by a seasonally varying ocean–atmo-
sphere coupling coefficient (Zebiak and Cane 1987;
Cane et al. 1990; Munnich et al. 1991). The model equa-
tion, very similar to that of Tziperman et al. (1994), is
written for h, the nondimensionalized deviation of the
thermocline depth at the eastern Pacific Ocean from its
monthly mean, as a function of time, t:



SEPTEMBER 1998 2193T Z I P E R M A N E T A L .

FIG. 2. (a) A short segment of the time series for h(t), the solution
to (1). (b) The coupling coefficient k(t) as a function of month (con-
tinuous line). Also shown is a scaled histogram of number of oc-
currences of peaks of events per month, during a 512-yr integration,
showing that all events happen during Nov and Dec, near the min-
imum of k(t). The Dec bar corresponds to 81 events.

FIG. 3. An event from the solution of the delayed-oscillator equa-
tion (1) [curve scaled by 1.26 and marked h(t)], together with the
seasonally varying coupling coefficient (curve scaled by a factor of
3.5, and marked k) and the amplitude of the various terms in the
equation (scaled by 0.015). The curve marked KW is of the Kelvin
wave term (first term on the rhs in 1); RW denotes the Rossby wave
term (second term); d denotes the dissipation (third term); the curved
marked RW 1 d is the sum of the Rossby and dissipation terms. The
x axis is in months.

dh
5 bA [k(t 2 t )h(t 2 t )]1 1dt

2 cA [k(t 2 t )h(t 2 t )] 2 dh(t). (1)2 2

The first term on the right-hand side is due to the Kelvin
wave emanated from the central Pacific at time t 2 t 1

and reaching the eastern Pacific about one month later,
at time t. The second term represents the first mode
baroclinic Rossby wave starting in the central Pacific at
time t 2 t 2 and reaching the eastern Pacific after about
six months, at time t. The third represents various dis-
sipation mechanisms. The monotonically increasing
nonlinear function A models the nonlinear amplification
of the ocean waves by the coupled ocean–atmosphere
interaction, through the link between thermocline depth,
SST, and the wind forcing (Munnich et al. 1991). The
ocean–atmosphere coupling strength, corresponding to
the strength of the coupled instability, is given by the
seasonally varying k(t), which reaches its minimum at
the end of the year. The model considers only wave
reflection from the western boundary of the equatorial
Pacific Ocean (Suarez and Schopf 1988; Graham and
White 1988; Battisti 1988), and assumes that the waves
are forced and amplified only at the basin center (Mun-
nich et al. 1991).

The function A is a hyperbolic tangent modified by
a straight-line segment inserted near the origin, as in
Eqs. (9), (10), and (12) of Munnich et al. (1991):

A [k(t)h(t)]


b a1 1b 1 tanh k(t)[h(t) 2 h ] 2 11 17 5 6 8a b1 1

for h . h1
k(t)h(t)

5 (2)for h , h , h ,2 1

b a2 2b 1 tanh k(t)[h(t) 2 h ] 2 12 27 5 6 8a b2 2
for h , h , 2

where h1 5 b1(a1 2 1)/(ka1); h2 5 b2(a2 2 1)/(ka2).
The coupling coefficient, k(t) 5 k0 1 Dk sin(vat), rep-
resenting the coupled instability strength, determines the
slope of A[k(t)h(t)] near the origin, at h 5 0. This slope
determines in this model the strength of the amplifi-
cation of the ocean waves by the coupled instability.
The parameters specifying our model (1) and (2), that
were used to obtain the solution analyzed in Figs. 2 and
3, are b1 5 3; b2 5 21; a1 5 1; a2 5 1 k0 5 2; Dk
5 1.5; t 1 5 1.15 months; t 2 5 5.75 months; b 5 1/
120 day21; c 5 1/160 day21; d 5 1/190 day21; va 5
2p yr21. These parameters were chosen to obtain sat-
isfactory events in this simple model. We do not attempt
to justify the quantitative choice of the various param-
eters, as such a more quantitative verification of the
proposed mechanism is done in the next section using
the more complete CZ model.

Neelin and Jin (1993) suggested that delayed oscil-
lator equations such as (1) may also represent their
mixed SST–wave dynamics mode (argued to be a more
relevant dynamical regime of the actual equatorial Pa-
cific). This correspondence between the mixed mode
dynamics, the delayed oscillator mechanism, and a ‘‘re-
charge oscillator’’ mechanism was recently also dem-
onstrated by Jin (1997). Note that in the mixed SST–
wave dynamics mode (Neelin and Jin 1993) interpre-
tation of (1), the time delays correspond more generally
to ocean adjustment times rather than to the waves’
travel times. For the sake of definiteness, we adopt the
wave dynamics (delayed oscillator) perspective in the
following, but the interpretation of our proposed mech-
anism in terms of the mixed mode dynamics or the
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recharge oscillator mechanism of Jin (1997) should not
be difficult.

A time series of h(t) from the solution of the model
(1) is analyzed in Fig. 2, demonstrating that model
events tend to peak when the coupling coefficient k(t)
is at its minimum. We found this feature of the solution
to be extremely robust with respect to all of the delayed
model parameters. We now proceed to provide a phys-
ical explanation for the robust phase locking of ENSO
events in this delayed oscillator model.

At the peak of an ENSO event in this model, the time
derivative of h(t) vanishes, dh/dt 5 0. This occurs in
(1) when the warming trend due to the Kelvin wave
term balances the cooling trend due to the Rossby term
plus the dissipation. Figure 3 displays the various terms
in (1) for an event that peaks in December, when the
coupling coefficient k(t) is close to its minimum value.
The delay t 1 of the Kelvin wave term is quite short,
about one month. At the peak time (tpeak), therefore, the
Kelvin wave term in Eq. (1) is a function of a large
thermocline depth anomaly h(tpeak 2 t 1) one month be-
fore peak time, times the small value obtained by the
coupling coefficient in November, k(tpeak 2 t 1). The
delay in the Rossby wave term is longer, about six
months. Therefore, the Rossby wave term evaluated at
the peak time is a function of the small thermocline
depth anomaly six months prior to the peak of the event,
h(tpeak 2 t 2), times the large value of coupling coeffi-
cient around spring time, k(tpeak 2 t 2). Thus the strongly
amplified Rossby wave term, together with the dissi-
pation term, may balance the weakly amplified Kelvin
wave term, leading to dh/dt 5 0 and thus to the peaking
of h(t) as shown in Fig. 3.

The above balance of terms could not have occurred
had the event peaked during the summer months, when
the coupling coefficient is maximal. In that case, both
the thermocline depth anomaly h(tpeak 2 t 1) and the
coupling coefficient k(tpeak 2 t 1) appearing in the Kelvin
wave term would be near their respective maxima. On
the other hand, both h(tpeak 2 t 2) and k(tpeak 2 t 2) from
the Rossby wave term would have been small. The peak-
time balance dh(t)/dt 5 0 could not be satisfied in this
case. While the above mechanism explains why events
in the simple delayed oscillator model peak during the
winter and not during summer, it does not explain why
they peak in November and December and not in Jan-
uary, which is also characterized by a small k(t) (Fig.
2). This detail may be more sensitive to the model pa-
rameter choices and it seems that explaining the simple
model’s solution at such level of detail may not signif-
icantly add to our understanding of the locking of actual
ENSO events.

Following the delayed oscillator theory, the ENSO
cycle is viewed in the proposed mechanism as a con-
tinuous succession of Kelvin and Rossby waves whose
amplitudes are related to that of the ENSO event at the
time when the waves are excited. The waves are am-
plified by the seasonally varying coupled instability. The

warm Kelvin wave arriving at the eastern boundary at
the peak time has a large amplitude because it was em-
anated a month prior to the event peak time, during
early winter, when the event amplitude was fairly large.
The cold Rossby wave arriving at the eastern boundary
at the peak time, after reflecting from the western bound-
ary (as a cold Kelvin wave), was weaker when emanated
6 months prior to the peak time, during the summer,
because the event amplitude was still weak. However,
these weak Rossby waves are amplified along their path
by the strong summertime coupled instability. (In our
simplified delayed oscillator model, all the amplification
is assumed to be instantaneous at the waves’ creation
time at the center of the basin). The peak time of the
events is set by the dynamics to allow a balance between
the warming and cooling trends due to warm Kelvin
and cold Rossby waves. This balance is obtained be-
cause the warming trend due to the large amplitude
Kelvin wave, amplified by a weak wintertime coupled
ocean–atmosphere instability, balances the cooling
trend due to weak Rossby waves, amplified by a strong
summertime coupled instability.

The Rossby waves are expected to be damped by a
partial reflection at the western boundary, be exposed
to dissipation effects over a longer time than the Kelvin
waves, are less efficiently excited by the wind forcing,
and suffer larger dispersion effects. Thus the choice b
. c in (1). The Rossby term can therefore balance the
Kelvin term, leading to the event peak time in spite of
these damping effects, only through the differential am-
plification of the Rossby and Kelvin waves by the sea-
sonally varying coupled instability strength.

3. Seasonal ocean–atmosphere coupling strength in
the Cane–Zebiak model

In an effort to test the proposed mechanism for
ENSO’s phase locking, we analyzed the coupled ocean–
atmosphere model of Zebiak and Cane (1987). Two dif-
ferent analyses are presented here, the purpose of both
being to quantify the seasonal variations in the strength
of the coupled ocean–atmosphere instability. This in-
stability strength may be considered, according to the
point of view presented in Zebiak and Cane (1987), as
equivalent to a coupling strength between the ocean and
the atmosphere. The seasonal variation in the coupling
strength that is calculated in this section, in turn, relates
directly to that postulated in the previous section, were
it served as the base of the proposed mechanism for
ENSO’s phase locking within the idealized delayed os-
cillator picture. The first analysis presented here is based
on a stability analysis of the CZ model using a tangent
linear model and singular vector analysis (Xue et al.
1994). The second analysis is an explicit calculation of
the seasonal amplification of the equatorial ocean modes
in the CZ model. Both analyses demonstrate that the
end of the year is the time of weakest coupled instability,
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FIG. 4. (a) A segment of the time series for the CZ coupled ocean–
atmosphere ENSO model NINO3 index (y axis in 8C). (b) A scaled
histogram of the number of CZ model ENSO events peaking per
month of the calendar year during a 1024-yr-long model integration
(the October bar corresponds to 98 events). A monthly instability
index for the CZ model is shown by the continuous line.

as required by the mechanism for ENSO’s phase locking
presented in the previous section.

Figure 4 shows that most events in the CZ model
peak during October–December. The same period is also
when an index of the seasonal coupled instability
strength in this model obtains its minimum (solid line
in Fig. 4b), consistent with our proposed mechanism.
The shown instability index is the increase in the NINO3
index during a 6-month model run, due to a perturbation
to the initial conditions, as a function of the month in
which the initial perturbation was inserted. The spatial
structure of the perturbation to the initial conditions is
of the first singular vector of the tangent linear model
constructed for the CZ model in a reduced EOF space
(Xue et al. 1994). The first singular vector, in turn, leads
to a maximal energy growth in the tangent linear model
during a 6-month integration. The use of the growth rate
obtained over a 6-month period is a more accurate rep-
resentation of the averaged instability rate seen by the
ocean wave packets during their transit time than in the
simpler model (1), where the ocean–atmosphere inter-
action is assumed to occur instantaneously in the central
Pacific.

The second analysis using the CZ model we present
here is based on an explicit calculation of the seasonal
amplification of equatorial ocean modes, as follows. The
model was first run for 400 yr, saving the time history
of the upper-ocean layer thickness h(x, y, t) and the zonal
velocity u(x, y, t). These are used to form the nondi-
mensional variables q(x, y, t) 5 h/H0 1 u/c and r(x, y,
t) 5 h/H0 2 u/c, where H0 is the equivalent depth and
c is the gravity wave speed. Next, these nondimensional
variables are decomposed into equatorial ocean modes
as explained in Gill (1983) and Battisti (1988, appendix
B):

`

q(x, y, t) 5 q (x, t)c (y) (3)O m m
m50

`

r(x, y, t) 5 r (x, t)c (y), (4)O m m
m50

where

q (x, t) 5 dy q(x, y, t)c (y), (5)m E m

m 1/2 21/2 2c (y) 5 (2 m!p ) exp(y /2)m

md
2 m3 [exp(2y )](21) . (6)

mdy

The mth mode is denoted qm(x, t), where q0 5 K(x, t)
is the equatorial Kelvin wave, q1 is the Yanai wave, and
q2 5 R1(x, t) is the first Rossby mode. The wave speed
of mode qm11 [Battisti’s Eq. (B5)] is cm11 5 c/(2m 1
1). The first Rossby mode (m 5 2) is q2(x, t) and it
therefore propagates at a speed c/3, while the Kelvin
wave propagates at a speed c.

Our objective is to calculate the amplification of the
Kelvin and first Rossby modes along their trajectories.
We examine the amplification of a given mode by fol-
lowing it along the wave characteristic [x(t), t] 5 [x0

1 cm 3 (t 2 t0), t], where (x0, t0) are the initial time
and location from which to follow the mode, and cm is
its speed. For the Rossby modes, x0 is near the center
of the basin, while for the Kelvin mode, x0 is at the
western boundary.

The instantaneous amplification of the mth mode
along its trajectory at a given time is

1 dq [x(t), t]mdA(t 2 t , m, month) 5 , (7)0 7 8q (x, t) dtm month

where x(t) 5 x0 1 cm 3 (t 2 t0) is the location along
the mode trajectory, and the average ^ &month is taken over
all modes that start from x0 at a given month. Next,
given dA, we can calculate the total amplification along
a trajectory as

A(t 2 t , m, month)0

t

5 exp dA(t9 2 t , m, month) dt9 . (8)E 0[ ]
0

To reiterate, A(t 2 t0, m 5 2, month 5 3) represents
the averaged total amplification of the first Rossby
modes (m 5 2) that start traveling westward from the
middle of the basin during March (month 5 3). The
averaged amplification represents the averaged ratio be-
tween the amplitude of this mode at a time t 2 t0 after
starting from the middle of the basin, and its initial
amplitude at t0. The average in this case is over all
packets of the first Rossby mode starting from near the
center of the basin during March. Similarly, A(t 2 t0,
m 5 0, month 5 3) represents the averaged amplification
of the Kelvin mode packets (m 5 0) that started at the
western boundary during the month of March, traveling
toward the middle of the basin.

Figure 5a shows a contour plot of the Kelvin mode
amplification A(t 2 t0, m 5 0, month) as a function of
both the starting month (horizontal axis) and the travel
time from the western Pacific (vertical axis). The Kelvin
mode was followed in this case over a distance of 0.6
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FIG. 5. (a) The averaged amplification of Kelvin modes from their
starting point at the western boundary as they travel eastward, as
function of the starting month (x axis) and the travel time (y axis).
(b) The averaged amplification of first Rossby modes from their start-
ing point in the central Pacific as they travel westward, as function
of the starting month (x axis) and the travel time (y axis). (c) The
total amplification of a mode that starts propagating as a Rossby mode
from the central Pacific at the month given on the x axis, gets reflected
at the western boundary as a Kelvin wave, and reaches the middle
of the basin again as a Kelvin mode.

FIG. 6. As in Fig. 2 except that the shape of the coupling strength
is taken from the explicit calculation of seasonal mode amplification
in the CZ model, as seen in Fig. 5c.

times the basin width, from the western boundary to-
ward the center of the basin. Figure 5b shows a similar
contour plot of the first Rossby mode amplification, A(t
2 t0, m 5 2, month), as a function of both the starting
month and the travel time from the central Pacific. Again
the Rossby modes were followed over a distance of 0.6
times the basin width toward the western boundary. Fig-
ure 5c combines the separate Kelvin and Rossby am-
plifications into a total averaged amplification of a Ross-
by mode that starts near the center of the basin at a
given month, gets reflected at the western boundary as
a Kelvin wave, and reaches the original starting point
of the Rossby mode near the center the basin again. This
total amplification is calculated as

AT(month) 5 A(DtRossby, m 5 2, month)

3 A(DtKelvin, m 5 0, monthreflect), (9)

where DtRossby and DtKelvin are the travel times of the
Rossby mode from the starting point near the center of
the basin to the west boundary, and of the Kelvin mode
from the western boundary to the Rossby mode’s start-
ing point; monthreflect is the month at which the Rossby
mode, starting at month 5 month, is reflected into a
Kelvin mode. The amplifications in Fig. 5 are based on
a 400-yr average.

Figure 5c shows that modes that start at the center of
the basin as Rossby modes during June and July are
amplified most significantly (by a factor of about 1.6)
by the time they return to their starting point near the
center of the basin as Kelvin modes. Modes that start
during October and November are not amplified, and
return to about their initial amplitude. The total ampli-
fication seen in Fig. 5c is the combined effect of the
separate amplification (and damping) of Rossby and
Kelvin modes, as seen in the contour plots of Figs. 5b
and 5a. This calculation of the total amplification ig-
nores the fact that the reflection at the western boundary
is not completely efficient, but still demonstrates that
the end of the year is the least unstable time for the
traveling equatorial ocean modes, while the early sum-
mer is the most unstable time.

The total seasonal amplification of the ocean modes,
AT(month), as shown in Fig. 5c is, in fact, precisely
what k(t) in the Rossby wave term in Eq. (1) stands for
in our simple delayed oscillator model analyzed in the
previous section. We can therefore use the shape of the
total amplification shown in Fig. 5c as a coupling
strength in the simple delayed oscillator model of the
previous section. When this is done (Fig. 6), the events
in the simple delayed oscillator model peak around Oc-
tober–December, as in the fuller CZ model. The results
of the delayed oscillator model shown in Fig. 6 are
obtain by using for the coupling strength k(t) in the
Rossby wave term of (1) the exact shape found from
the CZ model and seen in Fig. 5c. The amplitude and
mean of the monthly coupling strength in the delayed
oscillator model, k(m), were tuned to allow for self-
sustained oscillations in the simple delayed oscillator
model, by setting
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k (m) 2 min(k )cz czk(m) 5 C 1 C ,1 2max(k ) 2 min(k )cz cz

m 5 1 . . . 12 , (10)

where kcz(m) is the average monthly amplification in
the CZ model, seen in Fig. 5c, and the constants C1 5
3 and C2 5 1 determine the amplitude and mean of the
Rossby amplification term used in the model (1). The
coupling strength in the Kelvin wave term of (1), rep-
resenting the amplification (or damping) occurring over
the less than 1 month travel time from the center of the
basin to the eastern boundary, is taken as uniform in
time and equal to 0.9. The locking of the event peaks
to the end of the year, as seen in Fig. 6, is extremely
robust to the specified amplitude and mean of the month-
ly coupling coefficient (i.e., to C1 and C2), as long as
the amplitude (C1) of the seasonal variations of k(t) is
sufficiently large for these seasonal variations to be of
a dynamical significance.

The similarity of the phase locking of the ENSO event
peaks in the fuller CZ model (Fig. 4) and in the simple
delayed oscillator model using the explicit mode am-
plification calculated from the CZ model (Fig. 6), clearly
strengthens the case for our proposed phase-locking
mechanism. Note that there is a 1-month phase-lag be-
tween the peak time in the simple delayed oscillator
when using the idealized k(t) (Fig. 2b) and when using
the k(t) deduced from the CZ model (Fig. 6b). Similarly,
there is 1-month lag between peak time in the full CZ
model and in the delayed oscillator model using the k(t)
deduced from the CZ model. Clearly our proposed
mechanism for the timing of the warm event peak time,
being simple as well as somewhat qualitative, cannot
account for such small differences in the peak time.

The seasonal amplification of the first mode Rossby
wave (Fig. 5b) shows a nonnegligible semiannual signal
(amplification in both summer and winter). Consequent-
ly, the total amplification of the combined Rossby and
Kelvin modes (Fig. 5c) also shows a semiannual signal
with local minima both at February–March and at Oc-
tober–November. The model events peak during Octo-
ber–November, when the amplification is at its all-year
minimum. This minimum also follows a strong ampli-
fication maximum during June–July, which is signifi-
cantly larger than the amplification maximum in De-
cember–January. Thus, the semiannual amplification
signal is not dominant, and there is still a strong annual
component to the total amplification, resulting in the
observed distribution of peak times of the model events.

While this explicit calculation of the seasonal mode
amplification is quite encouraging, we would like to note
some of its deficiencies. First, there is a nonnegligible
sensitivity of the results in Fig. 5 to the total distance
over which the modes are followed. That is, if the Ross-
by and Kelvin modes are followed over a distance of
0.5 or 0.7 times the basin distance rather than 0.6, the
most amplified and most damped times of year may shift

by a month or two. This sensitivity is certainly a reason
for some concern, and future work will need to further
examine the robustness of the proposed mechanism both
using observations and also using further analysis of the
CZ model. Still, the general shape seen in Fig. 5c is
reasonably robust. A second cautionary note concerns
the rms variability around the mean amplifications
shown in Figs. 5a–c. The mean shown in these figures
is most robust (based on a 400-yr average, where a 200-
yr average would already suffice for a stable estimate
of the mean). Still, the rms variability around this mean
is of about the same magnitude as the mean itself. This
indicates that in some years the traveling modes see a
significantly different seasonal amplification than that
of Figs. 5a–c. This, according to our mechanism, might
have resulted in less robust locking of the events in the
CZ model to the end of the year than actually seen in
Fig. 4. This is an indication that the actual ENSO phase-
locking mechanism in the CZ model, and certainly in
observed ENSO events, is likely to be more complex
than that of the highly idealized delayed oscillator model
of the previous section.

4. Conclusions

A simple delayed oscillator mechanism was proposed
for the locking of ENSO peak time, as measured by the
maximum basinwide east Pacific warming, to the end
of the calendar year. It was shown that within the ide-
alized delayed-oscillator picture, the peak time of the
events is set by the dynamics to allow a balance between
the warming and cooling trends due to warm Kelvin
and cold Rossby waves. This balance is obtained be-
cause the warming trend due to the large amplitude
Kelvin waves, amplified by a weak wintertime coupled
ocean–atmosphere instability, balances the cooling trend
due to weak Rossby waves, amplified by a strong sum-
mertime coupled instability.

While most observed ENSO events tend to peak to-
ward the end of the year, there are some notable ex-
ceptions (e.g., the events of 1957 or 1977). In particular,
the sustained warming during the beginning of the 1990s
has been quite unusual, and did not always peak toward
the end of the year. The ideas presented here may offer
a conceptual framework for examining these deviations
from the normal pattern of ENSO’s evolution. For ex-
ample, our mechanism assumes that the event amplitude
is quite weak a few months prior to the peak. A suffi-
ciently strong event can affect the background stability
to a degree that it can sustain itself independently of
the mean seasonal conditions (Philander 1983). Such a
long-lasting event can avoid our dynamical constraint
and may not peak toward the end of the year. In addition,
the constraint on the timing of ENSO events may be
broken by changes to the mean seasonal conditions in
the equatorial Pacific. There is indeed evidence (Gu et
al. 1997) that such changes have occurred over the past
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few years, possibly resulting in the unusual recent
ENSO events.

The proposed mechanism was demonstrated here us-
ing a highly simplified delayed oscillator model, and
further examined using different analyses of the Zebiak
and Cane (1987) model. It is well understood now that
the delayed oscillator paradigm is an oversimplification
of the actual ENSO dynamics (e.g., Picaut et al. 1997).
Future work on the wave dynamics perspective pre-
sented here for the seasonal-ENSO interaction mecha-
nism will need to apply similar ideas to the different
mechanisms that have been proposed for the ENSO cy-
cle [e.g., the mixed SST–wave dynamics mode of Neelin
and Jin (1993) and the recharge oscillator of Jin (1997)].

Note that in Fig. 1 we have only plotted events up
to the 1982 event. The character of the more recent
ENSO events has been somewhat different, with western
Pacific or basin-scale warming occurring ahead of the
major eastern coastal warming. This may also have had
some implication regarding the character of the event’s
phase locking to the seasonal cycle. In addition, one
might expect the proposed mechanism to result in lock-
ing of cold La Niña events to the seasonal cycle, but
such phase locking does not show up as a prominent
feature for the cold events of ENSO. The detailed in-
vestigation of such issues requires the use of additional
data and is perhaps better left for future studies.

There are clearly still quite a few open questions re-
garding the applicability of the ideas presented here to
the actual equatorial Pacific. Model events in the simple
delayed-oscillator model and even in the CZ model are,
of course, different in some important regards from their
observed counterparts. One particularly important dif-
ference between the CZ model parameterizations and
the actual equatorial Pacific has to do with the param-
eterization of atmospheric heating, as pointed out by an
anonymous reviewer of this paper:

Typically, the main equatorial wind anomalies in ENSO
are driven by deep convection in the equatorial central
western Pacific between about 1608E and 1608W (Fig. 5
of Deser and Wallace 1990). The deep convection does
not occur farther to the east, despite the larger SST anom-
alies there, because the total water temperature is too low
there—Gadgil et al. (1984) and Graham and Barnett
(1987) showed that the SST must be at least 288C before
convection occurs. But the model heating has no such
necessary condition and model heating will occur all over
the central–eastern Pacific. The model heating will thus
be strongly influenced by the presence of the ITCZ (Tzip-
erman et al. 1997), since this occurs most strongly in the
central–eastern equatorial pacific, but the real-world
ENSO heating will not.

These important differences between the mechanism
of seasonal amplification in the models used here and
in reality do not invalidate the essence of the mechanism
proposed here. As long as this seasonal amplification is
weakest during winter and strongest during spring–sum-

mer, the mechanism proposed here may be relevant to
the locking of observed ENSO events to the calendar
year. We conclude that the mechanism proposed here
for the locking of ENSO events to the seasonal cycle
is quite speculative at this stage, and requires further
validation using both more realistic models and addi-
tional data analysis, perhaps via data assimilation into
fuller coupled models.
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